REVIEW Communicated by Yann LeCun

First- and Second-Order Methods for Learning:
Between Steepest Descent and Newton’s Method

Roberto Battiti
Dipartimento di Matematica, Universita di Trento,
38050 Povo (Trento), Italy

On-line first-order backpropagation is sufficiently fast and effective for
many large-scale classification problems but for very high precision
mappings, batch processing may be the method of choice. This pa-
per reviews first- and second-order optimization methods for learning
in feedforward neural networks. The viewpoint is that of optimiza-
tion: many methods can be cast in the language of optimization tech-
niques, allowing the transfer to neural nets of detailed results about
computational complexity and safety procedures to ensure convergence
and to avoid numerical problems. The review is not intended to de-
liver detailed prescriptions for the most appropriate methods in specific
applications, but to illustrate the main characteristics of the different
methods and their mutual relations.

1 Introduction

There are cases in which learning speed is a limiting factor in the prac-
tical application of multilayer perceptrons to problems that require high
accuracy in the network mapping function. In this class are applications
related to system identification and nonlinear modeling, time-series pre-
diction, navigation, manipulation, and robotics. In addition, the stan-
dard batch backpropagation (BP) method (e.g., Rumelhart and McClel-
land 1986) requires a selection of appropriate parameters by the user,
that is mainly executed with a trial-and-error process. Since one of the
competitive advantages of neural networks is the ease with which they
may be applied to novel or poorly understood problems, it is essential to
consider automated and robust learning methods with a good average
performance on many classes of problems.

This review describes some methods that have been shown to acceler-
ate the convergence of the learning phase on a variety of problems, and
suggests a possible “taxonomy” of the different techniques based on their
order (i.e., their use of first or second derivatives), space and computa-
tional requirements, and convergence properties. Some of these methods,
while requiring only limited modifications of the standard BP algorithm,
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yield a speed-up of very large factors! and, furthermore, are easier to
apply because they do not require the choice of critical parameters (like
the learning rate) by the neural network practitioners.

The presentation attempts a classification of methods derived from
the literature based on their underlying theoretical frameworks, with par-
ticular emphasis on techniques that are appropriate for the supervised
learning of multilayer perceptrons (MLPs).

The general strategy for the supervised learning of an input-output
mapping is based on combining a quickly convergent local method with
a globally convergent one. Local methods are based on appropriate local
models of the function to be minimized. In the following sections, first
we consider the properties of methods based on a linear model (steepest
descent and variations), then we consider methods based on a quadratic
model (Newton’s method and approximations).

2 Backpropagation and Steepest Descent

The problem of learning an input-output mapping from a set of P ex-
amples can be transformed into the minimization of a suitably defined
error function. Although different definitions of the error have been used,
for concreteness we consider the “traditional” sum-of-squared-differences
error function defined as
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where t,; and o), are the target and the current output values for pattern
p. respectively, and n, is the number of output units. The learning pro-
cedure known as backpropagation (Rumelhart and McClelland 1986) is
composed of two stages. In the first, the contributions to the gradient
coming from the different patterns (OE,/0wy) are calculated “backpropa-
gating” the error signal. The partial contributions are then used to correct
the weights, either after every pattern presentation (on-line BP), or after
they are summed in order to obtain the total gradient (batch BP).

Let us define as gi the gradient of the error function [g, = VE(wy)].
The batch backpropagation update is a form of gradient descent defined
as

W1 = Wi — € gk (2.2
while the on-line update is

Wi = wx — € VE,(wx) (2.3)

"It is not unusual to observe speed-ups of 1001000 with respect to BP with fixed
learning and momentum rates.
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If the learning rate ¢ tends to zero, the difference between the weight
vectors wy,, during one epoch of the on-line method tends to be small
and the step ¢VE,(wi1,) induced by a particular pattern p can be ap-
proximated by eVE,(w) (by calculating the gradient at the initial weight
vector). Summing the contributions for all patterns, the movement in
weight space during one epoch will be similar to the one obtained with a
single batch update. However, in general the learning rate has to be large
to accelerate convergence, so that the paths in weight space of the two
methods differ.

The on-line procedure has to be used if the patterns are not available
before learning starts [see, for example, the perceptron used for adaptive
equalization in Widrow and Stearns (1985)], and a continuous adapta-
tion to a stream of input-output signals is desired. On the contrary, if
all patterns are available, collecting the total gradient information before
deciding the next step can be useful in order to avoid a mutual interfer-
ence of the weight changes (caused by the different patterns) that could
occur for large learning rates (this effect is equivalent to a sort of noise in
the true gradient direction). One of the reasons in favor of the on-line
approach is that it possesses some randomness that may help in escaping
from a local minimum. The objection to this is that the method may, for
the same reason, miss a good local minimum, while there is the alter-
native method of converging to the “nearest” local minimum and using
randomness? to escape only after convergence. In addition, the on-line
update may be useful when the number of patterns is so large that the er-
rors involved in the finite precision computation of the total gradient may
be comparable with the gradient itself. This effect is particularly present
for analog implementations of backpropagation, but it can be controlled
in digital implementations by increasing the number of bits during the
gradient accumulation. The fact that many patterns possess redundant
information [see, for example, the case of hand-written character recog-
nition in LeCun (1986)] has been cited as an argument in favor of on-line
BP, because many of the contributions to the gradient are similar, so that
waiting for all contributions before updating can be wasteful. In other
words, averaging over more examples to obtain a better estimate of the
gradient does not improve the learning speed sufficiently to compensate
for the additional computational cost of taking these patterns into ac-
count. Nonetheless, the redundancy can also be limited using batch BP,
provided that learning is started with a subset of “relevant” patterns and
continued after convergence by progressively increasing the example set.
This method has for example been used in Kramer and Sangiovanni-
Vicentelli (1988) for the digit recognition problem.? Even if the training

’In addition, there are good reasons why random noise may not be the best available
alternative to escape from a local minimum and avoid returning to it. See, for example,
the recently introduced TABU methods (Glover 1987).

3If the redundancy is clear (when for example many copies of the same example are
present) one may preprocess the example set in order to eliminate the duplication. On
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set is redundant, on-line BP may be slow relative to second-order meth-
ods for badly conditioned problems. The convergence of methods based
on gradient descent (or approximations thereof) depends critically on the
relative size of the maximum and minimum eigenvalues of the Hessian
matrix [see LeCun ef al. (1991) and equation 2.6 for the case of steep-
est descent]. This is related to the “narrow valley” effect described in
Rumelhart and McClelland (1986). In addition, the batch approach lends
itself to straightforward modifications using second-order information,
as it will be shown in the following sections.

At this point, in order not to mislead the reader in the choice of the
most appropriate method for a specific application, it is useful to remem-
ber that many large-scale experiments (mainly in pattern recognition-
classification) have used the simple on-line version of BP with full satis-
faction, considering both the final result and the number of iterations. In
some cases, with a careful tuning of the on-line procedure the solution
is reached in a very small number of epochs, that is, in a few presenta-
tions of the complete example set [see, for example, Rumelhart and Mc-
Clelland (1986)] and it is difficult to reach a comparable learning speed
with batch techniques (Cardon et al. 1991). Tuning operations are, for
example, the choice of appropriate parameters like the learning and mo-
mentum rate (Fahlman 1988), “annealing” schedules for the learning rate
(that is progressively reduced) (Malferrari et al. 1990), updating schemes
based on summing the contributions of related patterns (Sejnowski and
Rosenberg 1986), “small batches,” “selective” corrections only if the error
is larger than a threshold (that may be progressively reduced) (Vincent
1991; Allred and Kelly 1990), randomization of the sequence of pattern
presentation, etc. The given references are only some examples of signif-
icant applications, out of an abundant literature.* Because in these cases
only approximated output values are required and the example set often
is characterized by a large degree of redundancy, these two attributes
could be considered as votes in favor of on-line BP, again provided that
the trial-and-error phase is not too expensive.

In the original formulation, the learning rate ¢ was taken as a fixed
parameter. Unfortunately, if the learning rate is fixed in an arbitrary way,
there is no guarantee that the net will converge to a point with vanishing
gradient. Nonetheless, convergence in the on-line approach can be ob-
tained by appropriately choosing a fixed and sufficiently small learning
rate.

The issue of an appropriate fixed learning rate for on-line LMS learn-
ing has been investigated in the adaptive signal processing literature

the contrary, if redundancy is only partial, the redundant patterns have to be presented
to and learned by the network in both versions.

The availability of many variations of the on-line technique is one of the reasons
why “falf™ comparisons with the batch and second-order versions are complex. Which
version has to be chosen for the comparison? If the final convergence results have been
obtained after a tuning process, should the tuning times be included in the comparison?
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[see, for example, Bingham (1988)]. The result is that the convergence of
stochastic LMS is guaranteed if € < 1/(N v/Amax), Where N is the number
of parameters being optimized and Ama.x is the largest eigenvalue of the
autocorrelation function of the input.® A detailed study of adaptive filters
is presented in Widrow and Stearns (1985). The effects of the autocor-
relation matrix of the inputs on the learning process (for a single linear
unit) are discussed in LeCun ef al. (1991). In this framework the appro-
priate learning rate for gradient descent is 1/Anax. These results cannot
be extended to multilayer networks (with nonlinear transfer functions)
in a straightforward manner, but they can be used as a starting point for
useful heuristics.

The convergence properties of the LMS algorithm with adaptive learn-
ing rate are presented in Luo (1991), together with a clear comparison of
the LMS algorithm with stochastic gradient descent and adaptive filter-
ing algorithms. The main result is that if the learning rate ¢, for the nth
training cycle satisfies the two conditions:

Y en=o0 Y e <oo (2.4)
n=1 =1

then the sequence of weight matrices generated by the LMS algorithm
(with a cyclic pattern presentation) will converge to the optimal solution
(minimizing the mean-square error).

But even if ¢ is appropriately chosen so that the error decreases with
a reasonable speed and oscillations are avoided, gradient descent is not
always the fastest method to employ. This is not an intuitive result,
because the negative gradient is the direction of fastest decrease in the
error. Unfortunately, the “greed” in trying to reach the minimum along
this one-dimensional direction is paid at the price that subsequent gradi-
ent directions tend to interfere, so that in a weight space with dimension
N, the one-dimensional minimization process has to be repeated for a
number of times that is normally much higher than N (even for sim-
ple quadratic functions).® In the steepest descent method, the process of
minimizing along successive negative gradients is described as:

Wiy1 = Wk — €8k (2.5)

where ¢ minimizes E(wy — eg). If steepest descent is used to minimize
a quadratic function Q(w) = c’w + jw'Gw (G symmetric and positive

>] owe this remark to the referee.

eIt is easy to show that, if exact one-dimensional optimization along the negative
gradient is used, the gradient at the next step is perpendicular to the previous one.
If, considering an example in two dimensions, the lines at equal error are given by
elongated ellipsoids, the system, for a “general” starting point, goes from a peint to the
one that is tangent to the equal-error lines along the gradient, and then repeats along a
perpendicular direction.
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definite), it can be shown that

2
Q) = Q) ~ (222 ) i) — ) 26

where My and 7mix are the maximum and minimum eigenvalues of the
matrix G, and w, is the minimizer [see Luenberger (1973)]. If these two
eigenvalues are very different, the distance from the minimum value
is multiplied each time by a number that is close to one. The type of
convergence in equation 2.6 is termed g-linear convergence. One has g-
superlinear convergence if, for some sequence ¢ that converges to 0, one
has

1Q(wrs1) — Qw.)] < cklQ(wi) — Qw. )| 2.7

Finally, wy is said to converge with g-order at least p if, for some constant
¢, one has

1Q(wk41) — Q(w,)| < c|Q(wi) — Qw.)|P (2.8)

In practice g-linear convergence tends to be very slow, while g-superlinear
or g-quadratic (p = 2) convergence is eventually much faster.”

In the following sections, we illustrate some techniques that can be
used to ensure convergence, to avoid numerical problems related to
finite-precision computation, and to accelerate the minimization process
with respect to standard batch BP.

3 Conjugate Gradient Methods

Let us consider a quadratic function Q(w) of the type described in the
previous section. We have seen that one of the difficulties in using the
steepest descent method is that a one-dimensional minimization in di-
rection a followed by a minimization in direction b does not imply that
the function is minimized on the subspace generated by a and b. Mini-
mization along direction b may in general spoil a previous minimization
along direction a (this is why the one-dimensional minimization in gen-
eral has to be repeated a number of times much larger than the number
of variables). On the contrary, if the directions were noninterfering and
linearly independent, at the end of N steps the process would converge
to the minimum of the quadratic function.

The concept of noninterfering directions is at the basis of the conjugate
gradient method (CG) for minimization. Two directions are mutually
conjugate with respect to the matrix G if

pIGp; =0 when i#] (3.1)

“For example, for a g-quadratically convergent method, the number of significant
digits in the solution is doubled after each iteration.
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After minimizing in direction p;, the gradient at the minimizer will be
perpendicular to p;. If a second minimization is in direction p;4,, the
change of the gradient along this direction is gi11 — g = aGpiy:1 (for some
constant ). The matrix G is indeed the Hessian, the matrix containing
the second derivatives, and in the quadratic case the model coincides
with the original function. Now, if equation 3.1 is valid, this change is
perpendicular to the previous direction [pf(giy1 — g;) = 0], therefore the
gradient at the new point remains perpendicular to p; and the previous
minimization is not spoiled. While for a quadratic function the conjugate
gradient method is guaranteed to converge to the minimizer in at most
(N 4 1) function and gradient evaluations (apart from problems caused
by the finite precision), for a general function it is necessary to iterate the
method until a suitable approximation to the minimizer is obtained.

Let us introduce the vector yx = giy1 — g The first search direc-
tion p; is given by the negative gradient —g;. Then the sequence w; of
approximations to the minimizer is defined in the following way:

Wil = W+ oy (3.2)
Per1 = —8k+1 + Bepr (3.3)

where gx is the gradient, o; is chosen to minimize E along the search
direction px and 5 is defined by

T
- L
Y Pk

There are different versions of the above equation. In particular, the
Polak—Ribiere choice is B = y]gr+1/8gr, the Fletcher-Reeves choice is
G = gt.18k+1/818- They all coincide for a quadratic function (Shanno
1978). A major difficulty with all the above forms is that, for a general
function, the obtained directions are not necessarily descent directions
and numerical instability can result.

Although for a wide class of functions the traditional CG method with
exact searches and exact arithmetic is superlinearly convergent, implemen-
tations of the conjugate-gradient method with finite precision compu-
tation are “nearly always linearly convergent” (Gill et al. 1981), but the
number of steps is in practice much smaller than that required by steepest
descent.

The use of a momentum term to avoid oscillations in Rumelhart and
McClelland (1986) can be considered as an approximated form of con-
jugate gradient. In both cases, the gradient direction is modified with a
term that takes the previous direction into account, the important differ-
ence being that the parameter 3 in conjugate gradient is automatically
defined by the algorithm, while the momentum rate has to be “guessed” by
the user. Another difficulty related to the use of a momentum term is due
to the fact that there is an upper bound on the adjustment caused by the
momentum. For example, if all partial derivatives are equal to 1, then the
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exponentially weighted sum caused by the momentum rate a converges
to 1/(1 — a) [see Jacobs (1988) for details].® Furthermore, summing the
momentum term to the one proportional to the negative gradient may
produce an ascent direction, so that the error increases after the weight
update.

Among the researchers using conjugate gradient methods for the MLP
are Barnard and Cole (1988), Johansson ef al. (1990), Bengio and Moore
(1989), Drago and Ridella (1991), Hinton’s group in Toronto, the groups at
CMU, Bell Labs, etc. A version in which the one-dimensional minimiza-
tion is substituted by a scaling of the step that depends on success in error
reduction and goodness of a one-dimensional quadratic approximation
is presented in Moller (1990) (SCG). This O(N) scheme incorporates ideas
from the “model-trust region” methods (see Section 4.3) and “safety” pro-
cedures that are absent in the CG schemes, yielding convergence results
that are comparable with the OSS method described in Section 6. Some
modifications of the method are presented in Williams (1991). It is worth
stressing that expensive one-dimensional searches are also discouraged
by current results in optimization (see Section 4.1): the search can be
executed using only a couple of function and gradient evaluations.

4 Newton's Method

Newton’s method can be considered as the basic local method using
second-order information. It is important to stress that its practical ap-
plicability to multilayer perceptrons is hampered by the fact that it re-
quires a calculation of the Hessian matrix (a complex and expensive
task’). Nonetheless, the method is briefly illustrated because most of
the “useful” second-order methods originate from it as approximations
or variations.

It is based on modeling the function with the first three terms of the
Taylor-series expansion about the current point w,:

E(w, + s) = m.(w. + s) & E(w,) + VE(w,)Ts + %STVZE(wC)s “4.1)

and solving for the step sV that brings to a point where the gradient of
the model is zero: Vm.(w, + sV) = 0. This corresponds to solving the

8In addition, B. Pearlmutter has recently shown that momentum even if chosen
“optimally” can do no better than g-linear convergence (see his poster at the NIPS 1991
conference).

A “brute force” method to calculate H is that of using a finite-difference formula.
If the gradient is available (as is the case for feedforward nets), one may use: H; =
[VE(w. + hie;) — VE(w,)]/h;, with suitable h; steps [see Dennis et al. (1981)]. Note that
N +1 gradient computations are needed, so that the method is not suggested for large
networks!
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following linear system:
V2E(w,)s" = —VE(w,) (4.2)

sN is, by definition, Newton’s step (and direction).

If the Hessian matrix (V2E or H, for short) is positive definite and the
quadratic model is correct, one iteration is sufficient to reach the mini-
mum. Because one iteration consists in solving the linear system in equa-
tion 4.2, the complexity of one step is O(N?), using standard methods.'
In general, if the initial point wy is sufficiently close to the minimizer
w,, and V2E(w,) is positive definite, the sequence generated by repeat-
ing Newton’s algorithm converges g-quadratically to w, [see Dennis and
Schnabel (1983) for details].

Assuming that the Hessian matrix can be obtained in reasonable com-
puting times, the main practical difficulties in applying the “pure” New-
ton’s method of equation 4.2 arise when the Hessian is not positive defi-
nite, or when it is singular or ill-conditioned. If the Hessian is not positive
definite (this may be the case in multilayer perceptron learning!), there
is no “natural” scaling in the problem: there are directions pi of negative
curvature (i.e., such that pTHp, < 0) that would suggest “infinite” steps
in order to minimize the model. Unfortunately, long steps increase the
probability of leaving the region where the model is appropriate, produc-
ing nonsense. This behavior is not uncommon for multilayer perceptron
learning: in some cases a local minimization step increases some weights
by large amounts, pushing the output of the sigmoidal transfer function
into the saturated region. When this happens, some second derivatives
are very small and, given the finite machine precision or the approxima-
tions, the calculated Hessian will not be positive definite. Even if it is,
the linear system of equation 4.2 may be seriously ill-conditioned. Mod-
ified Newton's methods incorporate techniques for dealing with the above
problems, changing the model Hessian in order to obtain a sufficiently
positive definite and non-singular matrix.

It is worth observing that, although troublesome for the above rea-
sons, the existence of directions of negative curvature may be used to
continue from a saddle point where the gradient is close to zero."

While calculating the analytic gradient for multilayer perceptrons can
be efficiently executed “backpropagating” the error, calculating the Hes-
sian is computationally complex, so that practical methods have to rely
on suitable approximations. In the following sections we illustrate some
modifications of Newton’s method to deal with global convergence, in-
definite Hessian, and iterative approximations to the Hessian itself. In the
review by White (1989) the use of appropriate modifications of Newton’s
methods for learning is considered starting from a statistical perspective.

0A smaller upper bound for matrix inversion is actually O(n'°8:7); see Press et al.
(1988) for details.

10nly second-order methods provide this possibility, while methods based on steep-
est descent are condemned to failure in this case: how many “local minima” are in
reality saddle points!
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4.1 Globally Convergent Modifications: Line Searches. Consider-
ing second-order methods, their fast local convergence property suggests
that they are used when the approximation is close to the minimizer. On
the other hand, getting from an initial configuration (that may be very
different from the minimizer) to a point where the local model is accurate
requires some additional effort. The key idea to obtain a general-purpose
successful learning algorithm is that of combining a fast tactical local
method with a robust strategic method that assures global convergence.

Because Newton’s method (or its modifications when the analytic
Hessian is not available) has to be used near the solution, the suggested
method is that of trying the Newton step first, deciding whether the ob-
tained point is acceptable or not, and backtracking in the last case (i.e.,
selecting a shorter step in the Newton direction).

One of the reasons for searching the next point along the Newton
direction is that this is a descent direction, that is, the value of the error is
guaranteed to decrease for sufficiently small steps along that direction.
It is easy to see why: because the Hessian (and therefore its inverse) is
symmetric and positive definite, the directional derivative of the error is
negative:

dE N TN Tpy-1
a(wc + As") = VE(w,)'s" = =VE(w.)'H'VE(w.) <0
If the analytic Hessian has to be approximated, it is essential to consider
only approximations that maintain symmetry and positive definiteness, so
that the one-dimensional minimization step remains unaltered.

When using a line-search algorithm outside the convergence region of
Newton’s method, some simple prescriptions have to be satisfied in order
to obtain global convergence. Let the accepted step along the search di-
rection p. be A, the requirement that E(w, + A.p.} < E(w,) is not sufficient:
the sequence wy may not converge, or it may converge to a point where
the gradient is different from zero. During each one-dimensional search
the steps must decrease the error by a sufficient amount with respect to
the step length (I) and they must be long enough to ensure sufficient
progress (II). Furthermore, the search direction must be kept sufficiently
away from being orthogonal to the gradient.

A formulation of the above requirements that is frequently used in
optimization is based on the work of Armijo and Goldstein [see, for
example, Goldstein (1967)]. Requirement (I) and (II) become

E(w. + Ap) < E(w.)+ a)VE(w,)p (4.3)
where « is a fixed constant € (0,1) and A > 0,
VE(w. + Mp)'p > BVE(w,) p (4.4)

where 3 is a fixed constant € (a, 1). The condition S > « assures that the
two requirements can be simultaneously satisfied.
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If the two above conditions are satisfied at each iteration and if the
error is bounded below, the sequence w; obtained is such that
limy_, o VE(wy) = 0, provided that each step is kept away from orthogo-
nality to the gradient (limy_ oo VE(wy)Ts¢/||sk|| # 0).

This result is quite important: we are permitted to use fast approxi-
mated one-dimensional searches without losing global convergence. Re-
cent computational tests show that methods based on fast one-dimen-
sional searches in general require much less computational effort than
methods based on sophisticated one-dimensional minimizations.?

The line-search method suggested in Dennis and Schnabel (1983) is
well suited for multilayer perceptrons (where the gradient can be ob-
tained with limited effort during the computation of the error) and re-
quires only a couple of error and gradient evaluations per iteration, in
the average. The method is based on quadratic and cubic interpolations
and designed to use in an efficient way the available information about
the function to be minimized [see Dennis and Schnabel (1983) for details].
A similar method based on quadratic interpolation is presented in Battiti
(1989).

4.2 Indefinite Hessians: Modified Cholesky Factorization. When
the Hessian matrix in the local model introduced in equation 4.1 is not
positive definite and well conditioned, equation 4.2 cannot be used with-
out modifications. This can be explained by introducing the spectral
decomposition of the Hessian (based on the availability of eigenvalues
and eigenvectors), writing the matrix H as a sum of projection operators:

N
H= UAUT = Z niuiuiT (45)
i=1

where A is diagonal (A; is the eigenvalue 7;) and U orthonormal. It is
easy to see that, if some eigenvalues are close to zero (with respect to the
largest eigenvalue), the inverse matrix has eigenvalues close to infinity,
a sure source of numerical problems.” If one eigenvalue is negative, the
quadratic model does not have a minimum, because large movements in
the direction of the corresponding eigenvector decrease the error value
to arbitrarily negative values.

A recommended strategy for changing the model Hessian in order
to avoid the above problems is that of summing to it a simple diagonal
matrix of the form g, I (I being the identity matrix), so that [V2E(w.) + p.I]

2In simple words: it does not pay to use a method that requires a limited number
of iterations if each iteration requires a huge amount of computation.

BIn detail, the conditioning number x(A) of a matrix A is defined as ||A||[|A7Y]],
where || || is the matrix operator norm induced by the vector norm. The condition-
ing number is the ratio of the maximum to the minimum stretch induced by A and
measures, among other effects, the sensitivity of the solution of a linear system to
finite-precision arithmetic, that is of the order of x(A) {machine precision). x(A) does not
depend on scaling of the matrix by a fixed constant.
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is positive definite and safely well conditioned. A proper value for y, can
be efficiently found using the modified Cholesky factorization described
in Gill et al. (1981) and the heuristics described in Dennis and Schnabel
(1983). The resulting algorithm is as follows.

The Cholesky factors of a positive-definite symmetric matrix can be
considered as a sort of “square root” of the matrix. The original matrix
M is expressed as the product LDLT, where L is a unit lower triangu-
lar matrix'* and D is a diagonal matrix with strictly positive diagonal
elements. Taking the square root of the diagonal elements and form-
ing with them the matrix D'/?, the original matrix can be written as
M = LDV?D'2LT = LT" = RTR, where L is a general lower triangular
matrix, and R a general upper-triangular matrix. The Cholesky factoriza-
tion can be computed in about {N° multiplications and additions and is
characterized by good numerical stability. If the original matrix is not pos-
itive definite, the factorization can be modified in order to obtain factors
L and D with all the diagonal elements in D positive and all the elements
in L uniformly bounded. The obtained factorization corresponds to the
factors of a matrix H, differing from the original one only by a diagonal
matrix K with nonnegative elements:

H.=LDLT=H.+K 4.6)
where
di > 6; llijl\/d: <p 4.7)

A suitable choice of 3 is described in Gill et al. (1981).15

The availability of the modified Cholesky factorization is the starting
point for the algorithm described in Dennis and Schnabel (1983) to find
tie > 0 such that V2E(w,) + u.l is positive definite and well conditioned.
Considering the eigenspace of V?E(w.), s has to be slightly larger than
the magnitude of the most negative eigenvalue. If the matrix E is zero,
K is set to zero, otherwise it is set to the minimum of two upper bounds.
One upper bound is

Uy = 1%?1(\1{](“}

In fact, the magnitude of the most negative eigenvalue of VE(w,) must be
less than the maximum k;;, because after summing k; to it the eigenvalue
becomes positive (remember that the modified factorization produces a
positive definite matrix). The other upper bound is derived from the

YA unit lower triangular matrix has the diagonal elements equal to one and all the
elements above the diagonal equal to zero.

5The prescription is 3 = max {v,£/vnZ — 1, ey}, where v is the largest in magnitude
of the diagonal elements of H,, ¢ the largest in magnitude of the off-diagonal elements,
and ey the machine precision. This result is obtained by requiring that the diago-
nal modification is minimal (minimal norm of K), and that sufficiently positive-definite
matrices H, are left unaltered (K null in this case).
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Gerschgorin circle theorem and is defined as

N
Uy = — 11%11151}\1 {hii - > |hif|} +o

=17

where ¢ is a positive factor needed to take the finite precision of compu-
tation into account.!®

If u; is added to the diagonal elements, the matrix becomes strictly
diagonally dominant (h; — 33_1,; |hy| > 0) and therefore positive definite.
The algorithm uses p. = min{uq, u,}.

Software routines for the Cholesky decomposition can be found in
Dennis and Schnabel (1983) or in Dongarra et al. (1979).

4.3 Relations with Model-Trust Region Methods. Up to now we
have considered optimization techniques based on finding a search direc-
tion and moving by an acceptable amount in that direction (“step-length-
based methods”). In Newton’s method the direction was obtained by
“multiplying” the gradient by the inverse Hessian, and the step was the
full Newton step when possible (to obtain fast local convergence) or a
shorter step when the global strategy required it. In Section 4.2 we de-
scribed methods to modify the Hessian when this was not positive def-
inite. Because the modification consisted in adding to the local model a
term quadratic in the step magnitude (Mmodifiea (Wc+$) = M (W +8)+pusTs),
one may suspect that minimizing the new model is equivalent to min-
imizing the original one with the constraint that the step s is not too
large. Now, while in line-search algorithms the direction is maintained
and only the step length is changed, there are alternative strategies based
on choosing first a step length and then using the fuil quadratic model (not
just the one-dimensional one of equation 4.1) to determine the appropri-
ate direction. These competitive methods are called “model-trust-region
methods” with the idea that the model is trusted only within a region,
that is updated using the experience accumulated during the search pro-
cess.

The above suspicion is true and there is indeed a close relationship
between “trust-region” methods and “line-search” methods with diag-
onal modification of the Hessian. This relationship is described by the
following theorem. Suppose that we are looking for the step s, that solves

min m.(w, +s) = E(w,) + VE(w,)"s + %STHCS,‘
subject to  ||s]] < &, 4.8)
the above problem is solved by

s(p) = —(H; + p)7! VE(w,) 4.9

8¢ is \/em (maxev — minev), ep being the smallest positive number € such that 1+¢ > 1
and maxev, minev being estimates of the maximum and minimum eigenvalues.
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for the unique p > 0 such that the step has the maximum allowed length
(||s(#)|| = &), unless the step with 1 = 0 is inside the trusted region
(|Is(0)]| < &), in which case s(0) is the solution, equal to the Newton
step. We omit the proof and the usable techniques for finding y, leaving
the topics as a suggested reading for those in search of elegance and
inspiration [see, for example, Dennis and Schnabel (1983)].

As a final observation, note that the diagonal modification to the Hes-
sian is a sort of compromise between gradient descent and Newton’s
method: When 4 tends to zero the original Hessian is (almost) positive
definite and the step tends to coincide with Newton'’s step; when p has
to be large the diagonal addition pI tends to dominate and the step tends
to one proportional to the negative gradient:

s(u) = —(H, + ul)"'VE(w,) ~ —%VE(wC)

There is no need to decide from the beginning about whether to use the
gradient as a search direction; the algorithm takes care of selecting the
direction that is appropriate for a local configuration of the error surface.

While not every usable multilayer perceptron needs to have thou-
sands of weights, it is true that this number tends to be large for some
interesting applications. Furthermore, while the analytic gradient is eas-
ily obtained, the calculation of second derivatives is complex and time-
consuming.

For these reasons, the methods described above, while fundamental
from a theoretical standpoint, have to be simplified and approximated in
suitable ways that we describe in the next two sections.

5 Secant Methods

When the Hessian is not available analytically, secant methods'” are widely
used techniques for approximating the Hessian in an iterative way us-
ing only information about the gradient. In one dimension the second
derivative 9°E(w)/0w* can be approximated with the slope of the secant
line (therefore the term “secant”) through the values of the first deriva-
tives in two near points:

ow? ow Jw

In more dimensions the situation is more complex. Let the current and
next point be w. and w,; defining y. = VE(w, )—VE(w,) and s, = w, —w,;
the analogous secant equation to equation 5.1 is

H+ Sc =Y. (5.2)

(5.1)

(w2 — wy) =

"Historically these methods were called gquasi-Newfon methods. Here we follow the
terminology of Dennis and Schnabel (1983), where the term gquasi-Newton refers to all
algorithms “derived” from Newton’s method.
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The new problem is that in more than one dimension equation 5.2 does
not determine a unique H, but leaves the freedom to choose from a
(N? — N)-dimensional affine subspace Q(s.,y.) of matrices obeying equa-
tion 5.2. The new suggested strategy is that of using equation 5.2 not to
determine but to update a previously available approximation. In particu-
lar, Broyden’s update is based on a least change principle: find the matrix
in Q(s, ) that is closest to the previously available matrix. This is ob-
tained by projecting'® the matrix onto Q(s.,¥.). The resulting Broyden’s
update is

(yc — HCSC)S;[

H.) =H
( +)1 ¢t Sgsc

(5.3)

Unfortunately, Broyden’s update does not guarantee a symmetric matrix.
For this reason, its use in optimization is strongly discouraged (unless
we are willing to live with directions that are not descent directions, a
basic requirement of line-search methods).

Projecting the matrix obtained with Broyden’s update onto the sub-
space of symmetric matrices is not enough: the new matrix may be out
of Q(s.,y.). Fortunately, if the two above projections are repeated, the
obtained sequence of matrices (H,), converges to a matrix that is both
symmetric and in Q(s., ). This is the symmetric secant update of Powell:

H+ = HC + (yc _ HESC)SZ _;: SC(yC - HCSC)T _ < yc - H;Sc:szc > ScSZ (54)
5.5¢ (Sc Sc)

The Powell update is one step forward, but not the solution. In the
previous sections we have shown the importance of having a symmetric
and positive definite approximation to the Hessian. Now, one can prove
that H, is symmetric and positive definite if and only if H, = |, i
for some nonsingular matrix J,. Using this fact, one update of this kind
can be derived, expressing Hy = J1 J% and using Broyden’s method to
derive a suitable J..»° The resulting update is historically known as the
Broyden, Fletcher, Goldfarb, and Shanno (BFGS) update (by Broyden et
al. 1973) and is given by

Yo _ H.s.sTH,

H+ == HC +
Tsc sTH,s,

(5.5)

The BFGS positive definite secant update has been the most successful
update in a number of studies performed during the years. The positive
definite secant update converges g-superlinearly [a proof can be found

8The changes and the projections are executed using the Frobenius norm: ||H||r =
(3,,;h%)/%, the matrix is considered as a “long” vector.

9The solution exists if 5. > 0, that is guaranteed if “accurate” line searches are
performed (see Section 4.1).
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in Broyden et al. (1973)]. It is common to take the initial matrix Hj as the
identity matrix (first step in the direction of the negative gradient). It is
possible to update directly the Cholesky factors (Goldfarb 1976), with a
total complexity of O(N?) [see the implementation in Dennis and Schn-
abel (1983)]. Secant methods for learning in the multilayer perceptron
have been used, for example, in Watrous (1987). The O(N?) complexity
of BFGS is clearly a problem for very large networks, but the method
can still remain competitive if the number of examples is very large,
so that the computation of the error function dominates. A compari-
son of various nonlinear optimization strategies can be found in Webb
et al. (1988). Second-order methods in continuous time are considered in
Parker (1987).

6 Closing the Gap: Second-Order Methods with O(N) Complexity __

One drawback of the BFGS update of equation 5.5 is that it requires
storage for a matrix of size N x N and a number of calculations of order
O(N?).2 Although the available storage is less of a problem now than it
was a decade ago [for a possible method to cope with limited storage,
see, for example, Nocedal (1980)], the computational problem still exists
when N becomes of the order of one hundred or more.

Fortunately, it is possible to kill two birds with one stone. In Battiti
(1989) it is shown that it is possible to use a secant approximation with
O(N) computing and storage time that uses second-order information.
This OSS (one-step secant) method does not require the choice of critical
parameters, is guaranteed to converge to a point with zero gradient,
and has been shown to accelerate the learning phase by many orders of
magnitude with respect to batch BP if high precision in the output values
is desired (Battiti and Masulli 1990). In cases where approximated output
values are sufficient, the OSS method is usually better or comparable with
“fair” versions of backpropagation.?!

While the term OSS should be preferred, historically OSS is a variation
of what is called one-step (memory-less) Broyden—Fletcher—Goldfarb-Shanno
method. In addition to reducing both the space and computational com-
plexity of the BFGS method to O(N), this method provides a strong link
between secant methods and the conjugate gradient methods described in
Section 3.

AUpdating the Cholesky factorization and calculating the solution are both of order
O(N?). The same order is obtained if the inverse Hessian is updated, as in equation 6.1,
and the search direction is calculated by a matrix-vector product.

2The comparison with BP with fixed learning and momentum rate has little meaning:
if an improper learning rate is chosen, standard BP becomes arbitrarily slow or not
convergent, if parameters are chosen with a slow trial-and-error process this time should
also be included in the total computing time.
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The derivation starts by inverting equation 5.5, obtaining the positive
definite secant update for the inverse Hessian:

(sc = H'ye)sT + se(se —H'ye)”
Ts
cve

<= H'We, Yo > sesp

(y7sc)?

Now, there is an easy way to reduce the storage for the matrix H, : just
forget the matrix and start each time from the identity I. Approximating
equation 6.1 in this way, and multiplying by the gradient g. = VE(w,),
the new search direction p, becomes

H' = H'+

(6.1

P+ = —8c + Acsc + Beye (6.2)

where the two scalars A, and B, are the following combination of scalar
products of the previously defined vectors s, g, and y. (last step, gradient
and difference of gradients):

Acz_(-l_{_yzyc) Schc+y,:Tgc . BCZSZﬁ
stye) SiYe  SiYe ST,

The search direction at the beginning of learning is taken as the nega-
tive gradient and it is useful to restart the search direction to —g. every N
steps (N being the number of weights in the network). It is easy to check
that equation 6.2 requires only O(N) operations for calculating the scalar
products pT¢., pTy., y'g. and yTy.. Remembering that the search direction
has to be used for a fast one-dimensional search (see Section 4.1), the to-
tal computation per cycle (per epoch) required by the method is a small
multiple (2-4) of that required by one cycle of gradient descent with a
fixed learning rate.

Now, if exact line searches are performed, equation 6.2 produces mutu-
ally conjugate directions (Shanno 1978). The difference with other forms
of the conjugate gradient method is that the performance of the one-step
positive definite secant update maintains the “safety” properties even when
the search is executed in a small number of one-dimensional trials.?

While the above method is suitable for batch learning, a proposal for
a learning method usable in the on-line procedure has been presented in
LeCun (1989) and Becker and LeCun (1989). The Hessian is approximated
with its diagonal part, so that the matrix-multiplication of the gradient by

the inverse Hessian (see Newton’s method) is approximated by dividing

each gradient component g, by a running estimate of hy, © fn).

21f the problem is badly scaled, for example, if the typical magnitude of the
variables changes a lot, it is useful to substitute the identity matrix with Hy =
max{|E(wo)|, typical size of E} - D%, where D,, is a diagonal scaling matrix, such that
the new variables @ = D,w are in the same range [see Dennis and Schnabel (1983)].
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At each iteration a particular weight w, is updated according to the
following rule®

Wy — Wy — ( GA )gn (6.3)
po + Hoy

The estimate %, of the diagonal component of the Hessian is in turn ob-
tained with an exponentially weighted average of the second derivative

(or an estimate thereof: G2E/du?), as follows:

= = &E
hnn — (1 - 7)hnn + 'Yw (64)
n

Suppose that the weight w, connects the output of unit j to unit i (w, =
wi;, in the double-index notation), ; is the total input to unit i, f( ) is the
“squashing” function and x; is the state of unit j. It is easy to derive

O*E 62E

Bwlzj ~ a2 e L
The term &°E/da7 is then computed explicitly with a “backpropagation-
type” procedure, as follows:

W BT 6

Finally, for the simulations in LeCun (1989), the term in equation 6.6
with the second derivative of the squashing function is neglected, as
in the Levenberg—Marquardt method, that will be described in Section 7,
obtaining

O’E e & E
daz ;w%' da? (6.7)

Note that a positive estimate is obtained in this way (so that the neg-
ative gradient is multiplied by a positive-definite diagonal matrix).

The parameters 4 and ¢ in equation 6.3 and -y in equation 6.4 are fixed
and must be appropriately chosen by the user. The purpose of adding
¢ to the diagonal approximation is explained by analogy with the trust-
region method (see equation 4.9). According to Becker and LeCun (1989)
the method does not bring a tremendous speed-up, but converges reliably
without requiring extensive parameter adjustments.

ZIn this rule we omit details related to weiglt sharm ¢, that is, having more connections
controlled by a single parameter.
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7 Special Methods for Least Squares

If the error function that is to be minimized is the usual E = %E{::l PR
(05 — tyi)?, learning a set of examples consists in solving a nonlinear least-
squares problem, for which special methods have been devised. Two of
these methods are now described: the first (the Gauss—Newton method) is
based on simplifying the computation of second derivatives, the second
(the Levenberg—Marquardt method) is a trust-region modification of the
former.

Let's define as R(x) the vector’ whose components are the residuals
for the different patterns in the training set and output units [r,(w) =
(0pi(w) — ty)], so that the error can be expressed as E = IR(w) R(w). It is
straightforward to see that the first and second derivatwes of E(w) are,
respectively:

VE(w) = zp:irp, ) Vri(w) = J(w) R(w) (7.1)
p 1i=1

VE(w) = zz (Vri(w) V()" + ri(w) V2r(w)]
p=1i=1
= J(w)" J(w) + S(w) (7.2)

where J(w) is the Jacobian matrix J(x),i; = Ori(w)/0w; and S(w}) is the part
of the Hessian containing second derivatives of r,(w), that is, S(w) =

Ep 1 iy Tri(W )Vrpz( w).

The standard Newton iteration is the following;:
wy =w. — [J(we)J(we) + Sw) ™" J(we) R(w) (7.3)

The particular feature of the problem is that, while [(w,) is easily cal-
culated, S(w.) is not. On the other hand, a secant approximation seems
“wasteful” because part of the Hessian [the J(w,)"J(w,) part] is easily ob-
tained from J(w) and, in addition, the remaining part S(w} is negligible
for small values of the residuals. The Gauss-Newton method consists in
neglecting the S(w) part, so that a single iteration is

ws = w, — (o) (o) J(we) Reawe) | 7.9

It can be shown that this step is completely equivalent to minimizing the
error obtained from using an affine model of R(w) around w,:

e %HMC(w)HZ (75)
where
M. (w) = R(w.) + J{w.)(w - w,) (7.6)

#The couples of indices (p, i) can be alphabetically ordered, for example, and mapped
to a single index.
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The QR factorization method can be used for the solution of equation 7.5
[see Dennis and Schnabel (1983)]. The method is locally g-quadratically
convergent for small residuals. If J(w,) has full column rank, J(w.)"J(w,)
is nonsingular, the Gauss-Newton step is a descent direction and the
method can be modified with line searches (dumped Gauss—Newton
method).

Another modification is based on the trust-region idea (see Section 4.3)
and known as the Levenberg—Marquardt method. The step is defined as

Wy =w, — U(wc)T](wc) + UCI]“1 ](wC)TR(WC) (7.7)

This method can be used also if J[{w) does not have full column rank (this
happens, for example, if the number of examples is less than the number
of weights).

It is useful to mention that the components of the Jacobian matrix
Oryi(w)/0w; can be calculated by the usual “chain rule” for derivatives
with a number of backpropagation passes equal to the number of output
units. If weight wy connects unit b to unit 2 (please note that now the
usual two-index notation is adopted), one obtains

Orp(w)  Ory(w) Onety,
Owsp  Onety Owg

= 6pz',a Xpb (7.8)

where the term 6, is defined as &,, = [Orn(w)/Onety,] and x, is the
output of unit b. For the output layer, é,;, = f'(nety,) if i = a4, 0 otherwise.
For the other layers, 6, = f'(nety) 3", 6,i W, summing over the units of
the next layer (the one closer to the output).

Software for variants of the Levenberg—Marquardt method can be found
in Press et al. (1988). Other versions are MINPACK and NL2SOL (stan-
dard nonlinear least-squares packages).” Additional techniques that are
usable for large-scale least-squares problems are presented in Toint (1987).
They are based on adaptive modeling of the objective function and have
been used for problems with up to thousands of variables.® Additional
references are Gawthrop and Sbarbaro (1990) and Kollias and Anastassiou
(1989). In Kollias and Anastassiou (1989) the Levenberg~Marquardt tech-
nique is combined with the acceleration techniques described in Jacobs
(1988) and Silva and Almeida (1990).

8 Other Heuristic Strategies

Some learning methods have been introduced specifically for backprop-
agation that show promising performance on some tests problems.

5] owe this information to Prof. Christopher G. Atkeson. MINPACK is described in
Moré et al. (1980) and NL2SOL in Dennis et al. (1981).

%In reality the test problems presented in this paper have a special “partially separa-
ble” structure, so that their practical application to multilayer perceptrons with complete
connectivity is still a subject of research.
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Because the standard algorithm involves selecting appropriate learn-
ing and momentum rates, it is convenient to consider ways to adapt these
parameters during the search process. In this case the trial-and-error se-
lection is avoided and, in addition, the possibility to tune the parameter
to the current properties of the “error surface” usually yields faster con-
vergence with respect to using fixed coefficients.

An heuristic method for modifying the learning rate is, for example,
described in Lapedes and Farber (1986), Vogl ef al. (1988), and Battiti
(1989) (the bold driver (BD) method). The idea is to increase the learning
rate exponentially if successive steps reduce the error, and decrease it
rapidly if an “accident” is encountered (increase of the error), until a
proper rate is found (if the gradient is significantly different from zero,
letting the step go to zero will eventually decrease the error). After
starting with a small learning rate,? its modifications are described by
the evolution equation:

_[pet=1)  if Ew()] < Efw(t - 1)]

4GS { Se(t—1)  if Ew(®)] > Elw(t — 1)) using et — 1) &V
where p is close to one (say p = 1.1) in order to avoid frequent “accidents”
(because the error computation is wasted in these cases), o is chosen to
provide a rapid reduction (say o = 0.5), and I is the minimum integer
such that the reduced rate [o’¢(t ~ 1)] succeeds in dlmmlshmg the error.
The performance of this “quick and dirty” version is close and usually
better than the one obtained by appropriately choosing a fixed learning
rate in batch BP.

Suggestions for adapting both the search direction and the step along
this direction are presented in Chan and Fallside (1987) and Jacobs (1988).
In Chan and Fallside (1987) the learning and momentum rates are adapted
to the structure of the error surface, by considering the angle 6; between
the last step and the gradient direction and by avoiding “domination”
of the weight update by the momentum term (in order to avoid ascent
directions). The weight update is:

Awy = fk(—gk + MAwg_1) 8.2)

where

| gxll 1
o= doi =61 |1+ = cosf
¢ OH wk—1|| * k-1 ZCOS y

A comparison of different techniques is presented in Chan (1990). In
Jacobs (1988) each individual weight has its own learning rate, that is
modified in order to avoid oscillations. In the proposed “delta-bar-delta”

Z'f the initial rate is too large, some iterations are wasted to reduce it until an ap-
propriate rate is found.


















